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Exercice 1. La bonne réponse est la quatrieme (il s’agit d’une application directe de la
définition).

Exercice 2. On remarque que C; = Cy+ (3, si C; est la i-eme colonne de A. De maniere
1

équivalente. Le vecteur | —1 | est dans le noyau de S pour tous «, 3,7 ; la matrice S
-1
n’est donc jamais inversible.

Si on ne voit pas ce résultat, en écrivant pour simplicité

ay = cos?(a) ay = sin®(a)
by = cos?(3) by = sin®*()
c; = cos?(7) ¢y = sin®(v)

on calcule (en développant sur la lére ligne)

1 cos®(a) sin?(a) 1 a1 ay 1 o as
det 1 COSQ( ) SiIl2 (ﬁ) =11 bl bg =0 b1 — bQ — Q9
1 cos?(y) sin?(y) 1 ¢ e 0 c;—ay ¢y —as

by —a; by —aq

T e —ay ey — ag = (b1 — a1)(c2 — ag) — (by — az)(c1 — a1)

= bicy — azby — aicy + aray — bacy + baay + azcy — aray
= a1b2 — a261 — (alcg — CLQCl) + blcg — bgCl.

Comme cos? +sin? = 1, on obtient

agzl—al
bgzl—bl

c=1—q0
Par conséquent, on obtient
arby — agby = a1 (1 —b1) — (1 —ay)by = a3 — by,
ce qui montre que
a1by — asby — (ay1ca — ascy) + bycg — bocy = a; — by — (a3 — ¢1) + by — ¢; = 0.

Par conséquent, la matrice en question n’est jamais inversible.
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Exercice 3. La matrice A= |0 0 1] possede la propriété voulue.
000

Remarque 1. Une matrice A telle A™ = 0 et A™~! #£ 0 s’appelle une matrice nilpotente
d’ordre m. Ces matrices jouent un role important dans I’étude de la structure des matrices.

Exercice 4. Rappelons que les opérations élémentaires ont 'effet suivant sur le déter-
minant :
Type I: Si on échange deux lignes, le déterminant change de signe.

Type I : Si on multiplie une ligne par un scalaire A # 0, le déterminant est multiplié
par A.

Type I1I : Si on ajoute a une ligne un multiple scalaire d'une autre, le déterminant ne

change pas.

On se souvient d’autre part que pour une matrice triangulaire, le déterminant est égal
au produit des coefficients diagonaux. On obtient donc

11 1 A 1 1 1 A 1 1 1 A
11 A1 0 0 A1 1=\ 0 A=1 0 1=\
det() =11 7 1[0 ac1 0 1-A|=710 0 Aol 1-A
A111 0 1=\ 1-X 1-)2 0 1—X\ 1-\ 1—-X2
1 1 1 A 1 1 1 A
~Jooa-1 0 - | |0 A1 0 1—\
710 0 A1 1-=Xx |7 7l0 0 A1 1=\
0 0 1=\ 2-)X—\2 0 0 0 3—2\—A2

= —(A—=1)2(3-21-)?)

Exercice 5. Soit A € GL(n,K), alors
ATAHYT = A'A)T =TT =1

Ce qui prouve que (AT)™! = (A~1)T.
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Exercice 6. La bonne réponse est la lere réponse.

En effet, le polynéme caractéristique est donné par

xa(A) = det (j 3EA> =AA=3)4+2=XA-31+2=(A—1)(A—2).

Le polyndéme caractéristique étant scindé a racines simples, A est diagonalisable. Soit

P € GL(2,R) telle que
(10N
amr (s 9

a b
=2 4),

L’équation précédente peut se réécrire AP = PDiag(1,2), et on obtient le systeme sui-

vant :
2c 2d _(a 2b
—a+3c —=b+3d) \c¢ 2d)°

Le systeme se réduit donc aux deux équations

a=2c
b=d

On peut donc prendre a = b =d =1, ce qui donne ¢ = 2 et

()

qui est un élément de SL(2,Z). En se souvenant (ou en la calculant & nouveau) de la

formule
a b\ 1 d —b
c d ad—be \—-c d )’

Si

on obtient donc

Par conséquent, on a

10 2210 242U ~1022 2046
10 __ -1 _ —
AT=r <o 210> P= (1 —210 1 +211) - (—1023 2047) '
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Exercice 7.

1) Soit wy € V non nul. Pour tout entier k& € N, on définit le vecteur wy, = f*(wy). Si
Iaffirmation (a) n’était pas vérifiée, alors la famille £ = {wy }reny C V serait une famille
libre infinie, contredisant 'hypothese que V' est de dimension finie.

Détaillons I'argument : Notons Ej, = {wp,...,wx} C V. Nous affirmons que si
dim(V) = n < oo, alors, la famille E,, est liée. Pour voir cela, distinguons deux cas :

1. Soit tous les éléments de cette famille sont différents. Ainsi
Card(E,) =n+ 1> dim(V),

donc la famille E,, est liée.
2. Soit il existe des entiers k < k' < n tels que wy, = wy, donc les vecteurs wy, . . ., w,
sont linéairement dépendants (c’est-a-dire la famille F,, est liée).
On a montré que 'ensemble {k € N | Ej est liée} est un sous-ensemble non vide de N,
il admet donc un plus petit élément, que 'on note m. Comme FEy = {wy} est libre, on a
m > 1. Par minimalité de m, la famille E,,_; est libre. Comme F,, est liée, on en déduit
que w,, est combinaison linéaire de wy, ..., Wy, 1.

2) On montre que f(W) C W. Comme FE,,_; engendre W, il suffit de montrer que
f(wg) € W pour tout 0 < k& < m—1. Le résultat est clair si k < m—1; pour k = m—1, ceci
est une conséquence du fait que f(w,,_1) = w,, est combinaison linéaire de wy, ..., Wy, _1.

3) On a observé au point (a) que E,,_1 = {wp,...,wy_1} est libre. Comme W =
Vec(E,,—1), on déduit que E,, 1 est bien une base de W.

4) Soit B la base ordonnée (wo,...,wy,_1), obtenue a partir de E,,_;. Par le point
précédent, on peut considérer I’endormorphisme :

On cherche sa matrice A = Mg g(f|w) dans la base B. Chaque colonne de A est donnée
par 'image du vecteur de base correspondant, exprimé dans la base B. Pour 0 < £k < m—1
on a f(wy) = wgy1 et pour k=m —1on a

m—1
flwm-1) = aw;.
1=0

Par conséquent, on obtient
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flwo) = 0-wo+1-wy +0-wy+--- 40wy,
f(wl) e Ow0+0w1+1w2_’_+0wm71
f(wm_Q) = Ow0+0w1+0w2++1wm_1
fWm—1) = ap-wo+ar-wy + -+ + Apo1 - W1
On obtient donc

00 O 0 0 ag

1 0 0 0 0 aq

01 O 0 0 a»

A= Mpp(fly) = 00 0 :

0 0 0 :

0 0 1 0 :

0 0 0 1 Am—1

Exercice 8. 1) Les matrices A, B € M, (K) sont semblables si il existe une matrice

inversible P € GL(n,K) telle que B = P~'AP.
2) Supposons que B = P"'AP, alors B> = P"1A?P car

B*= (P 'AP)* = (P'AP)(P'AP) = P 'A(PP )AP = P 'A(1,)AP = P ' A*P.

3) On rappelle que si X et Y sont deux matrices de méme taille, alors Tr(XY) = Tr(Y X)
(cette propriété est d’ailleurs facile a vérifier par un calcul direct des deux traces). Sup-

posons que B = P 1 AP, alors

Tr(B) = Tr(P 'AP) = Tr(APP™') = Tr(A).

4) A est semblable & I,, si et seulement si A = I,,.
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5) Voici deux fagons de prouver que deux matrices semblables ont les mémes valeurs
propres.

1. On peut partir de la définition des valeurs propres. A € K est valeur propre de
A si et seulement si il existe un vecteur non nul X € K" tel que AX = AX. Par
conséquent si B = P~ AP nous avons

BP'X = P'APP'X = P'AX = \P7'X.

2. En utilisant le polynéme caractéristique. On a vu au cours que les valeurs propres
de A sont exactement les racines de y4(t), et on a aussi vu que deux matrices
semblables ont le méme polyndéme caractéristique (Proposition 8.5.3 du polycopié
1).

6) L’argument ci-dessus montre que si X est vecteur propre de A, alors Y = P71X est

vecteur propre de B = P~'AP. Donc en général les deux matrices n’ont pas les mémes
vecteurs propres.

Exercice 9. La structure d’espace vectoriel sur V' x W est la structure de produit direct,
qui est définie par

— Si (z1,11), (z2,y2) € V x W, alors (1,y1) + (22,92) = (T1 + T2, y1 + ¥2),

— Si(z,y) e VxWet ek, alors A (z,y) = (Az, \y).

Supposons d’abord que f est une application linéaire, on doit alors prouver que I' C
V x W est un sous-espace vectoriel. On vérifie les trois affirmations habituelles :

1. T £,

En effet, on a f(0y) = Oy, donc I'élément (0y, 0y ) appartient a I' (c’est le 0
de 'espace vectoriel V' x W)

2. Si (w1,41), (v2,92) € T, alors (w1, 91) + (22,92) €T
En effet (z;,y;) € I signifie que y; = f(x;), donc

(21, Y1)+ (22, ¥2) = (T1+22, Y1+y2) = (T1+T2, f(21)+f(22)) = (21422, f(21+72)) €T
3. Si(z,y) e, A€ K, alors A (z,y) € I, car on a les implications

(x,y) el = y=fr) = M=fhzr) = Az,y)=Az,\y) el

Pour prouver la réciproque, on suppose que I' est un sous-espace vectoriel de V' x W

et on doit en déduire que f est une application linéaire : On a pour tout z1, 2z, € V et
)\17 A € K

Az, f(21)) + Aa(@a, f(22)) = (M1 + Aawo, A f (1) + Ao f(22)) €T
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car I' est un sous-espace vectoriel de V' x W'; ce que implique que

Fazy + Xoxa) = A f(x1) + Ao f(22),

par définition de I'.

Exercice 10. Suivons la suggestion. On suppose donc que Ker(f?) = Ker(f) et on veut
montrer que Ker(f3) = Ker(f).

Il est clair que Ker(f) C Ker(f?), carsi f(x) = 0, alors f3(x) = f2(f(x)) = f(0) = 0.

Pour montrer I'inclusion inverse, on suppose que =z € Ker(f?). Alors f2(f(z)) =
f3(x) = 0, ce qui signifie que f(x) € Ker(f?). Mais on suppose que Ker(f?) = Ker(f),
donc f(x) € Ker(f).

Or cela signifie que f2(z) = f(f(x)) = 0. Donc x € Ker(f?) = Ker(f). La conclusion
est que si z € Ker(f?), alors x € Ker(f), ce qui prouve que Ker(f3) C Ker(f).

La preuve générale est virtuellement identique. Supposons que Ker(f™!) = Ker(f™)
et soit x € Ker(f™"?) arbitraire. Alors f™*2(z) = f™"(f(z)) = 0. Donc f(z) €
Ker(fm™*1) = Ker(f™), par conséquent fm*(z) = fm(f(x)) = 0. Cela montre que
r € Ker(f™!) = Ker(f™). L’argument montre ainsi que Ker(f™"?) C Ker(f™). L’inclu-
sion inverse Ker(f™) C Ker(f™2) est évidente.

Le méme argument montre que Ker(f™3) = Ker(f™!) = Ker(f™) et par récurrence
Ker(f™") = Ker(f™) pour tout k > 1.



